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Instructions: Answer all questions and show all calculations.

. a. (5 points) Suppose that x and y are independent variables and

r=f(x,y)=x1+y2,

s=gx,y)=x-y,

t=h(x,r)=2x+r",

z=m(s,f)=(s -1 +1).
Use chain rule to find 8z/ox at x= y =1,

b. (5 points) Assume that y(x) is a differentiable function of x and that x° y+yt=2,
’ Assume that y{l)=1. Find y"(1).

2. a (5Spoints)Let f be defined by
S(x) = xsin(l/x) (x=0),

= 0 (x=0)

Find f'(0) if it exists, otherwise show it.
b. (Spoints) If f is defined by

f(x) = x*sin(l/x) (x=0),

= 0 (x=0)
Find f'(0) ifit exists, otherwise show it.

R
3. a. (3 points) Evaluate the definite integral Imdx
|

e A
Vx

. d (% ~
b. (5 points) Evaluate Ex{ Ie er at x =0,

-1

4,  For any scalar k,areal-valued function f(x,,---,x } is homogenous of degree k if

flx,,tx,)=t*f(x,,x ) forall x,.-,x andall #>0. Suppose that
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f(x,...x,) is continuously differentiable and huﬁmgeneuus of degree k&, prove
a. (5 points) the first order partial derivatives of f(x,, -+, x, ) are

homogeneous of degree & -1,
b. (5 points) for all X =(x,,---,x,),

Ly + 1, Lxy e x, L)y = i (30,
Ox, o, ox,,

5. (10points) Let f(x,y)=x"+y’ =3x~12y+10, find and classify the critical points of
f(x,y) asyielding relative maxima, relative minima, saddle point, or none of these.
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1. X and Y are discrete random variables with joint pdf

JF(X, = X~11~32Y when (X, Y)= (1, 1),(1,2),(2, 1),(2, 2)

=0 for all other pairs of X,Y.

(a) Find the marginal distribution f(X) and f({¥).

(b} Find the conditional mean and variance of ¥ when X =1.

2. Statisticians often deal with the mean square error (MSE) of an estimator where

MSE(6) = E[(é —of ] .

Suppose we have 2 estimators of ¢* for the random variable X distributed N{g, ¢%):

(4) 6 =ﬂ§(}ff —fﬂ, B) §* :ﬂi(ﬂff *f)’]

I=] i=]

Which estimator has the smalier MSE?

3. Let X have the following probability density function

FX)=r"(-n)*

Find the maximum likelihood estimator of the parameter = .

4. Consider the following formulations of the two-variable population regression function:

Model I: ¥, =8 +8,X, +u,
- Model II: ¥, =g, +cx2(Xf Hf)+u
(a) Find the estimators of B, and a,. Are they identical? Are their variances
identical?

(b) Find the estimators of 3, and «,. Are they identical?
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5. Suppose you estimate the following regression equation:
Y, = By + B X, + By Xy + By X, +u,, R* =089

and you find that you cannot reject the hypotheses that 5, =0, A = 0, and £ = 0 on the
basis of individual ¢ — test.

(a) What do you suspect the problem may be? If this is the only difficulty with the regression

equation, what properties do your least squares estimators (including &?) have?

(b) In attempting to find a linear relationship among the X variables in the regression equation,
you estimate the following descriptive regression:

X; =60+11X, 30X, +v,, R*=095

On the basis of this regression, you decide to drop the variable X; from the model. What
are the implications of this?

(c) Instead of dropping the variable X, what will you do to correct for the problem?




