@ I ® ¥ kA 8 & H &®

Atrmem RRwriE  xop B s
#H I%M _ HRRANO| # 3 EE | Eemrans Drks) i

1. (10%) The joint density function of random variables ¥ and ¥ is given by
Hzy)= 'T'E-:{ﬁl]: x>0, y>0.

{a) Find the conditional density of Y,given X = =,
(b) Find the density function of Z = ¥ Y.

2. (2%} Let X be a normal random variable with mean 0 and variance 1 and let I
mmdependent of X, be such that P{I=1}=Pli=0}= 1/2. Now define ¥ by

X, HI=1
Yz{-x, it I=0.

In words, ¥ is equally likely to equal either X or —-X.

(a} Are X and ¥V indepenﬁgnt? Why?
(b) Show that V is normal-with mean 0 and variance 1.
{c) Show that the covariance Cov(X,Y) = 0.

{d} Do {a}, (b), and (c) contradict the fact that uncorrelated jointly normal random
variables are independent?

3. (10%) Let
2 =3
-(279).
Find 4.
4. (10%) Let
-2 1 —i
D 2 1
A=1 4.2 5
0 4 1N
and
-1
1
b= 1
—~2

Find a vector p such that p 1s in the column space of 4 and b — p iz orthogonal to
every vector in the column space of A,
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5 (10%) Let
1 -1 14
1 4 -2
A= 1 4 2
1 -1
Use the Gram-Schmidt process to obtain an orthonormal basis for the column space
of A.

6. (10%) Let F(2) and ((z) be two functions of complex varaible 2 as follows:

F(&) = [of

Glz) = z—05

(8} Is F(z) differentiable? Why?
{(b) G(2) can be expressed as the following Laurent series expansion
Glzi= 3. gln)=™"

n=— g0

for |2 > 0.5. Find g{n).
7. (10%) Solve the following differential equations
()
{e¥ + m}% =1
(b)

L
:czdz—i + (22 4+ 0.25)y = 0




8. (20%) Let () be a periodic triangle function with

period equal to 2r as shown below.
Over [--7, 7] (one period), r{t) is given by

_ 't—l—%j —-Tgt<O
"(t)_{'-wrg, O<igw

(a) Find the Fourier series of r{t).

(2) Based on the results of part {a}, please find the steady state solution Y'(t} of the
following differential equation

Y (1) dY'(t) _
T#—:-— ~+ ﬂ‘ﬂi—'d—t— -+ Eﬁy{t} = f[f}




