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¢ In the following questions, 1 is v/—1; §(¢) is the Dirac delta function: f. is the
carrier frequency;

0, t<0:;
u(t) = % { = 0;
1, >0

1s the unit step function; Re{-} and Im{-} denote the operations of taking the
real part and imaginary part. respectively; 1{-} is the set indicator function;
WSS stands for wide-sense stationary; PSD stands for power spectra density:
L'T1 stands for linear time-invariant.
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— ~ Let z(!) and y(¢) be two real-valued zero-mean random processes. Sup-
pose that x(¢) and y(t) are jointly WSS. Let h;(t) and hy(t) be respec-
tively the (real-valued) impulse responses of two LTI filters. Denote by

u(l) the output random process due to input x(t) and filter h;(t). Sim-
ilarly, denote by v(t) the output random process due to input y(¢) and
filter hy(L). Which of the following statement is wrong?

(A) u(t) is WSS.

(B) w(t) and v(1) are jointly WSS.

(C) The sum process x(t) + y(t) is WSS.
(D) The sum process x(f) + u(t) is WSS.
(E) x(t)cos(2n f.1) is WSS.
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For the transmission system below, we assume that by € {0,1}, ax =
2br — 1 and s(t) =S 2° __ax - g(t — nT). Denote respectively by G(f),

N—=——0C

H(f) and C(f) the Fourier transforms of impulse responses g(t), A({)

and c(?).
Input ) o~ x(D Receive v(1) y(t;)
tg:taaw-—-—-}- amplitude L p> ; filter - ":'\\O;i'
™ modulator 'Y clr) Sample at
¢ time {; = l'n
White
Clock Gaussian
bulses - noise w{r)

Which of the following statement is wrong?

(A) Inter-symbol interference can be eliminated if

— T ) n
— —~ = — — — — | = 1.
r 2 o(-r)r(r-7)ol 1) ~
This is named the Nyquist Criterion.
(B) For given G(f) and known H(f),

C(f) = G*(f) H*(f) exp{—2r fT} |
is a matched filter that maximizes the output SNR. |

(C) For given G(f) and known H(f),

Q)
)= 5+ N

is a minimum mean-square error (MMSE) equalizer, where Q(f) =

G(f)H(f) and

S =@ () (-—}- > afs ;:))

k=—00

(D) Derivation of the Nyquist Criterion ignores entirely the effect of
noise w(t); thus, it may induce the so-called noise enhancement phe-
nomenon. In order to alleviate the noise enhancement phenomenon,
it is better to simultaneously consider inter-symbol interference and
channel noise at the design stage. This results in the design of
MMSE equalizer. By this, we conclude that the MMGSE filter de-
sign is reduced to a Nyquist filter design when no noise 1s present,
e, w(t)=0.

(E) It is possible to design C(f) that is a matched filter to G(f)H (/) In

(B) and that is also an MMSE equalizer in (C) since both consider

the noise effect at their design stage.
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R Comparator
Sampled + cin} One-bit
. . DM
message signal quantizer Encoder > wave
mln]
n:q[n -~ 1]
r
|
mq[n] |
— —
Accumulator
{a)
S led S hi
ample | Low
-pass Reconstructed
cﬂh;r;r::l —e-  Decoder fiter [ 7 message signal

Accumuiator

(h)
In the delta modulation system shown above, m[n] = m(nT}) is the nth

sample of waveform m(¢) with sampling period T;, and
A, ifeln] > 0;

eqln] = DU
—A, 1ife[n| <0,

We assume m[0] = mgy[0] = 0 and mqgln] = > 7, eg[i]. Which of the
following statement is wrong?

(A) The quantization error e|n|—eq|n] is less than the signal error mn|—
Mg(n.

(B) If 0 < m(t) < A for every t > 0, then the sequence {eq4[n]}52; will
alternate between A and —A.

(C) Slope overload distortion can be removed by choosing A to satisfy
the slope overload condition:

A d m(t)
— > max

1e t dt
(D) Under the slope overload condition in (C), |m{l] — mq[1]| < A.

(E) The signal error is no larger than A, ie., |mn] — mq[n]} < A if
slope overload condition in (C) is satisfied, which can be proved

by induction.




v9 ~ A type II correlative-level coding scheme is shown below, where

1, if |f] < 55

0, otherwise

HN}’quist(f) — {

Which of the following statement is wrong?

(A) If z(2) is fed into Hu(f), then the signal at the input of Hynyquist(f)
is z(t) + 2zt — Ty) + z(t — 2Ty).
(B) HII(f) — HNyquist(f)[l + 2 exp(—w-*z,Q'rrfTb) T exp(—Z47TfTb)]

(C) Hu(f) = Hi(f)Hi(f), where Hy(f) is the transfer function of the
type I correlative-level coding scheme below.

@.
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(D) The type I correlative-level coding scheme is also referred to as

duo-binary signaling because by sampling at every Ty /2 seconds
(i.e., doubling the sampling rate), inter-symbol interference can be

avoided.

(E) Without additional technique such as precoding, error propagation
may occur due to the introduction ot correlative-level coding scheme

such as Hi(f).
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Consider OFDM modulation with FFT size of 1024 and OFDM symbol period of 10 4.
T'he cyclic prefix length is 2.5 i s. Trellis-coded modulation (with a rate 2/3 convolutional

code and 8-PSK) is used to modulate all the OFDM subcarriers. The transmission (information)
data rate (measured in bps) and transmission bandwidth (measured in MHz) of this OFDM

E .

modulation scheme are about:

(A) 200 Mbps and 100 MHz. (B) 160 Mbps and 100 MHz.  (C) 200 Mbps and §0 MHz.

(D) 160 Mbps and 80 MHz.  (E) 200 Mbps and 160 MHz.

7N Following above problem and assume the OFDM signal is transmitted at a center carrier
frequency of /0 GHz in a free space channel with AWGN (at room temperature) with the

following system parameters: (given that 10 logy 77 = 5, the thermal noise power in 1 Hz
receiver bandwidth at room temperature is -174 dBm, and 1 mW is 0 dBm)

Transmitter antenna gain: 6 dB

Recetver antenna gain : 6 dB
Transmuitter receiver distance : 300 w

Recerver front-end noise figure : 6 dB
Required SNR for each subcarrier : 6 dB

The minimum transmit power P, needed is about:

(A) 8dBm. (B) 16dBm (C) 24dBm (D) 32dBm.  (E) 40dBm

Consider a direct sequence spread spectrum BPSK system using a binary PN sequence for
spreading. Which of the following statements are true?

= b’

(A) The balance property of a PN sequence means that in a period of the PN sequence the number

of 0°s 1s equal to the number of /’s.
(B) The processing gain of a direct sequence spread spectrum system is larger when the period of

the PN sequence (the spreading code period) is larger.
(C) A direct sequence spread spectrum system has a 40 dB “jamming margin” means that the

jammer-power to the desired-signal-power ratio is 40 dB at the input of the receiver.

(D) Given that the processing gain of the direct sequence spread spectrum BPSK system is 20 dB.
and the system is interfered by a single-tone in-band jammer with average (SNR); = -10 dB

at the mput of the receiver, then the average (SNR),=10 dB at the output of the receiver.
(E) None of the above are true.

J\ ~ Consider link budget for radio communication. Which of the following statements are true?

(A) The power gain of an antenna is linearly proportional to the carrier wavelength.

(B) The beam width of an antenna is linearly proportional to the power gain.
(C) The equivalent noise temperature of a device is linearly proportional to the noise figure

of the device.
(D) A transmitter transmits more power when a link margin is reserved for the link budget.

(E) None of the above are true.
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71~ Consider BPSK and QPSK modulation in the same AWGN channel. Which of the following
statements are true”

(A)
(B)
(©)
(D)
(E)

At same £y/Npand same data rate (measured in bits per second, bps), BPSK and QPSK

have the same bit error rate.
At same Ey/Npand QPSK data rate (measured in bps) is twice of BPSK data rate, BPSK

1s better than QPSK in bit error rate.
At same transmission power level and same data rate (measured in bps), BPSK and QPSK

have the same bit error rate.
At same transmission power level and QPSK data rate (measured in bps) is twice of BPSK

data rate, BPSK is better than QPSK 1in bit error rate.
None of the above are true.

—+ ~ Consider MSK (minimum shift keying) modulation in an AWGN channel. Which of the
following statements are true?

(A)

(B)
()
(D)
(E)

(A)
(B)
(C)
(D)
(E)

(A)

(B)
(C)
(D)
(E)

An MSK signal is a continuous phase BFSK signal with two signaling frequencies
separated by 1/7;, where 7} 1s the bit period.

During each bit time, the phase trellis of an MSK signal increases or decreases by n/2,
A coherent receiver is required to demodulate an MSK signal.

MSK is better than QPSK in bandwidth efficiency (measured in bps/Hz).

None of the above are true.

Consider DPSK in an AWGN channel. Which of the following statements are true?

DPSK is an example of noncoherent orthogonal modulation.

A DPSK receiver works well with a small carrier frequency offset.
DPSK needs 3 dB more Ey/Ny to perform as good as coherent BPSK 1n bit error rate.

DPSK needs 3 dB less Ey/Ny to perform as good as noncoherent BESK 1n bit error rate.
None of the above are true.

Consider noncoherent M ’ary FSK. Which of the following statements are true?

The frequency separation between any two different signaling frequencies needs to be
at least a non-zero integer multiples of 1/75, where 75 1s the symbol time.

As M increases, this modulation scheme becomes less bandwidth efficient.

As M increases, this modulation scheme becomes more power efticient.

Gray encoding at transmitter improves the data detection performance of this scheme.

None of the above are true.
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--— ~ Consider linear block code and its decoding for data transmission in a discrete memoryless
channel. Which of the following statements are true?

(A) When a zero error syndrome vector 1s found at a receiver, the received code word 1s correct.
(B) When a non-zero error syndrome vector is found at a receiver, the received code word

1S Incorrect.

(C) The error correction capability of a linear block code is determined by the average
Hamming weight of all the non-zero code words.

(D) Each coset leader in the standard array has the maximum Hamming weight in the coset.

(E) None of the above are true.

—+Vg - Consider the Shannon information capacity theorem and its implications. Which of the

following statements are true?

(A) According to the Shannon information capacity theorem, the capacity of a band-limited
AWGN channel is increased about /0 times if the SNR 1s increased /000 times.

(B) A relationship between bandwidth efficiency (C/B: capacity over transmission bandwidth,

measured in bps/Hz) and the E,/N, needed for error free transmission in an AWGN channel
can be derived as Ey/Ny =2“%-1 from the Shannon information capacity theorem for an

ideal digital communication system.
(C) Error free transmission is possible at £y/Ny=0 dB when the bandwidth efficiency approaches
] for an ideal digital communication system in AWGN channel.
(D) Error free transmission is possible at £y/Ny=-1.6 dB when the bandwidth etficiency
approaches 0 for an ideal digital communication system in AWGN channel.

(E) None of the above are true.
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+2& ~ Let X(f) and X(f) be the Fourier transforms of real random pro-
cess x(t) and complex random process Z(t), respectively, where x(t) =
Re{x(t) exp(12n f.t)}. Denote by x,r(t) = x(t) - 1{|t| < T} the trun-
cated random process of x(t). Denote the Fourier transform of o7 (t) as
Xor(f). Which of the following statements are true?

(A) The PSD of x(t) is
1

Sz(f) = ‘ﬁE[XZT(f)Xﬂ"(_f)]

for any T, if z(t) is WSS.

(B) Under the additional assumption that &(¢) and x(¢) are both de-
terministic, (¢) uniquely determines x(¢), but there exists a y(¢t)
such that (t) # y(t) and =(t) = Re{y(t) exp(:27 f.t)}.

(C) With probability one, Z(t) = [_ 2-X(f+f.)-u(f+f.) exp(:2m ft)df.

(D) Suppose x(t) is WSS. Let z;(t) = Re{x(t)} and g (t) = Im{x(t)}.
Then, if ;(¢) and Zo(t) are jointly WSS, then their product process
has zero mean, i.e., E[x;(t)xo(t)] = 0.

(E) Suppose Z(t) is real-valued. Then, it cannot be true that both x(¢)
and &(t) are zero-mean WSS.

-
>\

Formulate the signals of different modulations as follows:

spse.c(t) = [1+ kamn(t)] cos(2m fet);

SDSB—SC(t) == m(t) COS(Q'JTfCt);

SSSB (t) — m(t) COS(Q?TfCt) — Th(t) Sin(Z'?TfCt);

svse(t) = m(t)cos(2mf.t) — m/(t) sin(27 f.t),
whete M'(f) £ M(f)[~Hq(f)] with Ho(f) satisfying (i) Ho(~f) = *
Hj(f) and

1 1: f S: ""'fv

(27) ;HQ(]‘) = < some value € (0,1), —f, < f <0
0, f=0

and M(f) = limy, o M'(f). Here, M(f), M(f) and M'(f) denote the
Fourier transforms of m(t), m(t) and m/(¢), respectively. Two candidate |
demodulators for the demodulation of these modulated signals are en-

velop detector and coherent detector, of which the structures are depicted
below.
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D4(1) Uol!)

5 _Ow-pass
s (1) Squarer | filtzr rooter

(a) envelop detector

| v (1)
(1) Product Low-pass
d modulator filter

T Cos (2mf.1)

| ocal

oscillator I

(b) coherent detector

The lowpass filter in the above diagrams are assumed ideal, which can fil-
ter out all high frequency terms with parameter f., such as m?(t) cos(4n f.t),
m2(t) cos(4m ft), m(t)m(t) sin(dn fet), cos(4dm f.t), m(t) cos(4m f.t) and
m/(t) sin(4 f.t), and pass all terms without parameter f., such as m*(¢),
m4(t), m(t) and m'(t). Answer which of the following statements are

true.

(A) m(t) can be recovered from DSB-SC modulated signal by envelop
detector if m(t) > 0.

(B) m(t) generally cannot be recovered from SSB modulated signal by
envelop detector.

(C) A DC-free m(t) can be recovered from DSB-C modulated signal by
coherent detector plus a DC remover even if k,|m(t)| > 1 for some

L.

(D) m(t) can be recovered from VSB modulated signal by coherent de-
tector.

(E) Coherent detector can be used to recover all four modulated signals.

e it el R T L L T e ik sl el a TR A — S — -::1—-"!
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-4 ~ The SSB modulated signal can be formulated as
s(t) = m(t) cos(2m fot) — m(t) sin(27 fct),

where m(t) is the Hilbert transform of m(t) (with the transfer function
given in the previous problem). We assume that m(t) is band-limited

with bandwidth W, and W is less than the carrier frequency f.. The
signal s(t) is fed into the system that suffers additive white noise w(t)

with one-sided PSD Ny as shown below:

Cohereni detector

product | "YW | Low-pass | I _
signat s(r) modulator filter '—‘-3"" ¥(1)
—_ |
_________________ -
cos (27f.1)
L_ocal
oscillator
e

Here, we assume that the bandpass filter is ideally equal to 1 for those
f’s in the signal transmission bandwidth, and zero, otherwise. Also, the

lowpass filter is ideal, passing only the signals in the message bandwidth.
Then, which of the following statements are true?

(A) The Hilbert transform of cos(27 f,t) is sin(27 f.t).
(B) The Hilbert transform of m(t) cos(27 f.t) is m(t) sin(27 f.t).

)

)
(C) It is possible that 7 (t) = m(t) and limz e 5 ffT m*(t) > 0.
(D) -

D) The output signal-to-noise ratio as seen by y(?) is equal to .
where P is the average power of m(t).

(E) The figure-of-merit of the system is less than one.

= mﬂmm““-

r-—-—... T e e an
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T/~ An FM system with pre-emphasis and de-emphasis filters is illustrated
below, where m(t) = 2 cos(27 f,,t) is a single-tone signal.

(i) —>=iF re-emphasis FM | FM De-emphasis Message
filter, Hpo(f) transmitter receiver filter, H yg(f) pius noise
L + L -

Noise

w (1)

With the pre-emphasis filter, the FM modulated signal becomes

t
spm(t) = cos (27cht + 27rkf/ mpe('r)d'r) ,
0

where me(t) is the output due to input m(t) and filter Hye(f). Which
of the following statements are true?

(A) The instantaneous frequency of the FM system is given by f;(t) =
fe + kemype(t).

(B) The spectrum of the output of the pre-emphasis filter is given by
Mpe(f) — Hpe(fm)é(f — fm) + Hpe(—fm)é(f T fm)

(C) The maximum frequency derivation (Af)p. of the instantaneous
frequency of the FM system is unchanged if the impulse response
of the pre-emphasis filter is real-valued.

(D) The modulation index [, of the pe/de-emphasis FM system is un-
changed if the impulse response of the pre-emphasis filter is real-

valued.

(E) If the PSD of the noise at the FM receiver output is Sn,(f), then
the de-emphasis filter can improve the output SNR by

UL
[ Swo(f)[Hael H)Paf

provided that Hpe(f)Hae(f) = 1.

{
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Denote by (z(t), y(t)) the inner product of two real signals z(¢) and y(¢),
satisfying

() (z(¢),z(t)) = 0, and (z(t),z(t)) = 0 & z(t) = 0;

() (z(t) + 2(t),y(t)) = (z(t), y(t)) + (2(t), y(1));

(i) {(a-z(1),y(t) = a- (2(t), y(t));

(tv) (@(2),y(2)) = (y(t), z(t))).

Let {fx(t)}32; be a series of real functions satisfying
L, =7,

1 t y J 7 t — . :
(£, £5(2) {O? L
Which of the following statements are true?

(A) For two deterministic real functions u(t) and v(t), if (u(t),v(t)) = 0,
then the two sets, {k: (u(t), fi(t)) # 0} and {k: (v(t), fi(t)) # 0},

are disjoint.

(B) For a deterministic real function s(t), let
e(t) = s(t) — > ply ax - fi(t)
Then, setting {a; = (s(t), fx(¢))}2, minimizes (e(t), e(t)).
(C) For a real-valued random process s(t), define
e(t) = s(t) — X_py anfi(t):
Then, Ele?(t)] is minimized by the assignment of {ax = (s(¢), fx(2))}2,.

(D) Pass the signal s(t) through a LTI filter with impulse response h(t).
Let u(t) be the filter output. Suppose

o0

s(t) =) a;- fi(t) and A(t Zb ()

=1

Then, U(f) = ) ;21 2521 aib; Fi(f)F;(f), where U(f) and Fy(f) are
the Fourier transforms of u(t) and f;(t).

(E) If n(t) is a zero-mean white Gaussian random process, and n(t) =
D o @i fi(t) with a; = (n(t), fi(t)), then {a;}%, is independent
and identically distributed, provided that the inner product is de-

fined as (z(t),y(t)) = [°. z(t)y(t)dt
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= ~ Denote by (z(t),y(t)) the inner product of two real signals z(t) and y(t),

which satisties the four properties stated in the previous problem. Again,
let {fx(t)}%2, be a series of real functions satisfying

I, 1=y;
0, i# 7

Which of the following statements are true?

(filt), f5(8)) = {

(A) Let (s(t), s(t)) be defined as the energy of the signal s(¢). Then,
the energy of s(t) is equal to > -~ a?, where a; = (s(t), fi(t)).

(B) Let @ = (a1,a2,...,a,) and b = (b1, by, ..., b,). Define the inner
product between a and b as [a,b] = > ", a;b;. Suppose u(t) =
2 =1 @:fi(t) and (t) = 377, bi fi(t). Then, (u(t),»(t)) = [a, b].

(C) If { fi(t)}2, is a complete basis for the signal space containing (),
s(t) and n(t). Then, r(t) = s(t) + n(t) can be transformed equiv-
alently tor; = s;+mn; for o = 1,2,3,... with r, = (r(t), fi(¢)),

:<()fi()>andni:< (£), fi(t))-

(D) Suppose there are M signals, each of which is synthesized via { f;(t)}%,

OO

with coeflicients 5y, = (Sm1, Sm2, - .), 1.6, Sm(t) = Do) Sma - fi(t)
for 1 < m < M. Then, the minimum Euclidean distance decision

rule, i.e..

o0

78, 2, I = Smll” = arg, min, D (rs = om)”
-

1s equivalent to the minimum inner-product decision rule below:

arg glnlgM(?‘(t) — Sm(t), 7(t) — sm (1)),

provided r(t) = > Z. 7, fi(1).

(E) The minimum inner-product decision rule

arg min (r(t) — s, (t), r(t) — s (t))

1<m<M

1S equivalent to
arg max (r(t),sm(t)).

1<m<AS




