L
™

» -‘*a"._;_

-

4

‘-bﬂ\-‘

A K % 4 102 5 45 B AR - 3198 A H G S

#a: L% C(3006)

St
by

¥ 4 pren

|6
it

T 22 (EF4)

TBALETFHEA(F~ T At~ T Ba)
RBAREETIETREAR

T TRBAPEMIELZ(Fa)
RBASEEIEREA (T4)
RBALARIEZMAA(T A)
HEERXETHIEZZEZ(F4H)
A RZRE TR
FERSEFIEMAR
EHERLZIRELZGFEER (TH)

 ARRRALAEN (FRTRA—ELSE) » FELAALAXRBTOLR  LHABHEHEN

EETF o

o R 4RE -ﬁﬁ&?&i\%%ﬂ%’-ﬁ% y 4% K A8 do o

» In the following questions, §(t) is the Dirac delta function, u(t) is unit-step function, x 1s the convolution .
operator, £ : f(t) = F(s) and £L7! : F(s) — f(t) denote the unilateral Laplace and inverse Laplace
transforms for t > 0, respectively, boldface letters such as a,b, etc. denote vectors of proper length, A'
means the transpose of matrix A, and I is the identity matrix of proper size.

— + Suppose that By and B; are square invertible matrices. Let 0 denote an all-zero matrix of proper size. Dehine
- _[B1 0 _[BfY o0
B = 0 B, and C = 0 Bl

Denote by P a permutation matrix of the same size as B and C. Which of the following statements are true?

(A) BC = P'P

(B) PP =PP*.

(C) B'TCBPC'B'P'CT =1

(D) There exists an integer k # 1 such that Pk =

(E) None of the above are true.

P.

—~ '~ Using the forward elimination process with possible row exchanges to produce an upper triangular matrix
U, which of the following statements are true?

B 0
| 0 By
U, where B; and Bj are square matuces and O denotes an all-zero matrix of proper size, U can be
U, O
0 Ul
upper triangular outputs due to inputs B; and Bs.

Suppose that Py By = L U; and P,By = LoUs, where Py and P, are permutation matrices, Ly and Ly
are square lower triangular matrices, and U; and U; are square upper triangular matrices. Then,

(A) When performing forward elimination on matrix B = to produce an upper triangular matrix

made to be equal to U = ~where U; and U, are respectively the resulting forward elimination

(B)

U, O
0 U]’

L. 0
0 Ly

P 0
0 Py

B 0
0 Bs!

|

‘1o
C D

where A, C and D are square invertible matrices, we can first do block-based forward elimination
A 0

..0 D..

To perform forward elimination on a matrix F' = to produce an upper triangular matrix U,

to obtain &G =

- then perform forward elimination respectively on A and D to obtain upper

V. 0
B UD_'

triangular U4 and Up. The desired U is thus given by




LEHAKRLA24 102828ttt oumus =2 ( 88 28

#8 TRE2E CA3006) BApHE: PRAREERTIELL(ETFm)
RIBRPLE-FHR(FE - LA~ LB

A
RBREEETRH R
4\ o annn
7 RBAZEELAEREM (L48)
RBAZARTERTM(L )
HERZEHRIEEL (Fa)
HERSZRE LEHRA
AEREETIRAEF
HEARZIRBEZGEHMESZ (TH4)
(D) To perform forward elimination on a matrix F' = é 51 to produce an upper triangular matrix U,
where A4, B, C and D are square invertible matrices, U can be made to be equal to %‘4 {?D , Where

U4 and Up are respectively the forward elimination upper triangular outputs due to inputs A and D.

(E) None of the above are true.

=+ Let A € R"*™ and b € R™ be nonzero matrix and nonzero vector, respectively. Which of the following sets
are subspaces of R™? |
(A) {x e R*"|Az =b}.
(B) W1 N Wy, where W, and W, are two subspaces of R",
(C) {113 = (3".71}1172, ‘e s aIn)T € R™ |Z?=l Ty = O}
(D) {2(t) = (31(), 22(8), ..., 22 (t))T |2 () = Aw(t) + b}.
(E) None of the above are true.

9 ~ Which of the following statements are true?

(A) Let uy,...,ug, k£ <'n, be I'inea,rly independent unit vectors in R™ and U = [u1 uk] e R<k,
Then, I, — UU' is a projection matrix that projects a vector onto the column space of U, where I, is
an identity matrix of size n X n.

(B) Let A € R"**, k < n and rank(A) = k. Then A(ATA)7'A" is the projection matrix that projects a
~ vector-onto the column space of A. | |

(C) Let A € R™* n < k and rank(A) = n. Then = - AT(AAT)™1b is the solution of Az = b having

minimum Euclidean norm.

B — <in(Y;
(D) All the orthogonal matrices of R“*? can be expressed either in the form of C?S( ) —sin{9) or
sin(f)  cos(6)

cos(f)  sin(@) J
sin(f) —cos(8)]

(E) None of the above are true.

A~ Let A= CQRDbethe QR factorization of A, where A = [a1 _ an] e R™" and Q = [ql . qn] c RnXn
is an orthogonal matrix, and R = [T‘i‘j] ¢ R™ ™ is an upper triangular matrix. Which of the following

statements are true?

(A) ar and q, are linearly dependent for any k£ < n.

(B) span{ai,---,ar} = span{q;,---,qx} for any k < n.

(C) {qg;|rii #0, 1=1,2,...,n} is an orthonormal basis of the column space of A.
(D) If rip, = 0, then the vectors {ai,--- ,a} are linearly dependent.

(E) None of the above are true.

75 - Consider a 4 X 4 real matrix 4 with three different eigenvalues 0, 1, 2. Which of the tollowing statements
are true? ‘
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(A) The determinant of A is 0.

(B) There are three linearly independent eigenvectors.
(C) The rank of A is 2.

(D) The trace of A is 3.

(E) None of the above are true.

4 - Consider two similar real matrices A and B. Which of the following statements are true?

(A) A and B have the same set of eigenvalues.
(B) A and B have the same set of eigenvectors.
(C) A and B have the same null space.

(D) A and B have the same rank.

(E) None of the above are true.

25 Cf:ynsider an m % n real matrix A with linearly independent columns, and m > n. Which of the following
statements are true? |

| (A) ATA is positive definite.
(B} AAT is positive definite.
(C) The column space of A is spanned by all the eigenvectors of AAT.
(D) The row space of A is spanned by all the eigenvectors of ATA.

(E) None of the above are true.

#, ~ Which of the following statements are true?

[+ oy Cxo e Oy )
| 1 L +q - Qi .
(A) Let A= | . Then, det(A) =14+n) | an.
‘_ o3 o, oo 14 an

(B) Let A be a square matrix, and ¢ and d be two column vectors. If Az = ¢, then det(4A + cd') =

det(A4)(1 + d'x).

(C) Consider the 4 x 4 orthogonal projection matrix Q = I —uu', where u € R4 and I is the 4 x 4 identity
matrix. Then det(Q) + rank(Q) = 4.

(D) One can construct a 3 x 3 Hermitian matrix A with complex-valued entries such that det(A) =1 + 71,
where 1 = v —1.

(E) None of the above are true.
+ - Which of the following statements are true?

(A) Let T be a linear transformation from R™ onto R™. Then T is one-to-one.

(B) Let T be a linear transformation from R™ to R™. Then {vy,...,vr} can be linearly dependent even if
{Tvy,...,Tvg} is linearly independent.
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‘ (C) Let T be a linear transformation from R™ to R”, and let § ¢ R™ be a subspace such that T's € S for
all s € S. Then dim(S) € {0,1,n}, where dim(S) denotes the dimension of 5. |

| (D) Let A € R™" with m > n > 3. Then rank(4AT) < rank(4).

(E) None of the above are true.

+— « Consider the first order differential equation (4zy + 1) dy + y2d£ — 0. Which of the following statements are
true?

(A) £ =y~ 4+ Cy™* for some constant C is the general solution.

B) 3zy* +y°> = C, where y # 0 and C is some constant, is an implicit solution.

(
| (C) y(z) = 0 is a solution. |
(D) If the solution curve passes through the point (0,3) in the z — y plane, then it also passes through the
point (7,1).
(E) None of the above are true.
| + =+ Given one solution y; (z) = €* to the homogeneous second order linear differential equation (z + 1)y (x) —

(z +2)y/(z) + y(z) = 0 with z > —1, the second linearly independent solution ys(z) takes the form of
- ya(z) = v(z)y1(z). Which of the following statements are true? |

|  (A) The function v(z) satisfies (z + 1)v”(z) — (z + 2)v'(z) = 0.
(B) The function v(z) satisfies (z + 1)v"(z) + zv'(z) = 0.

(C) v(z) = ze*.

(D) v(z) =(2+z)e™ ",

(E) None of the above are true.

+ =+ Solve the third order differential equation v (z) — 2" (z) fgy" () - fgy(a::) = 2 with £ > 0. Which of the
following statements are true?

'(A) y(z) = —-2-131:"1 is a solution.
(B) y(z) = sz is a solution.
(C) y(z) = -2—13(3: — z71) is a solution.

(D) If the solution y(z) satisfies y(1) =0, ¥'(1) = %, and y"(1) 3, then y(2) = L

(E) None of the above are true.

+ @ « Consider the system of linear differential equations

2 =5

x'(t) = Ax(t), where A= L 9

Which of the following statements are true”

(A) x(t) = 2cos((:tgs-(-f:)sin(t) is a solution.

(B) x(t) = cos(t)Si; (i)sin(t) is a solution.
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A | =1 0
(C) e™* = 0 -1
x4 [2 =5
(D) e2” = 1 -2 |’

(E) None of the above are true.

+ & -~ Which of the following statements are true?

1

(A) L {f{; sin (a(t — 7)) sin (aT) d’T} = (@3t

(B)Y (6« £)(t) # f(t).
(C) (ux f)(t) = f(t), where u(t) is the unit-step function.

(D) If ¥/(t) + 2y(t) + f; y(7)dT = u(t — 1) and y(0) = 0, then Y (s) = L{y(t)} = (:_!::)g.

(E) None of the above are true.

+7 - Let z(t) be the solution of the initial value problem z”(t) + poz'(t) + goz(t) = f(t), t 2 0, z(0) = a and
2/(0) = b. Let L{f(t)} = F(s) and L{z(t)} = X(s). If X(s) = ;zf;;-l_i_l + ;g-i‘(?il, then which of the following

statements are true?

(A) po+ g0 = —3.
(B) a+b=-1.

| (C) If f(t) =0, then z(t) = 2e7* — te™".

(D) If f(t) = 6(t — 3), then ﬁ_l{ﬂig?-i-l} = u(t — 3)te™*.

(E) None of the above are true.

+ 4 - Consider the following non-homogeneous linear system

1 0 O 1
x'(t) = Az(t) + f(t), where A= [ 2 1 ~2 | aid f(t)=| O et (*)
3 2 1 | | 0
f 0]

Given that A\; = 1 and Ay = 1 + 2i are eigenvalues for 4 and that | 1 [ is an eigenvector of A associated

| with the eigenvalue )z, which of the following statements are true?

2
(A) | -3 } e’ is a solution to x'(t) = Ax(t).
2

L

2¢t 0 0 1

(B) edt = { ~3¢' elcos(2t) esin(2t) |.
2¢t  efsin(2t) —e’cos(2t) |

L

—1

(C) The system (*) has a particular solution x,(t) = be** with (A -2I)b=1 0
0
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(D) z,(t) = % e®* is a particular solution to the system (*).

. T5
(E) None of the above are true.

T Let f(t) = 3 07 g(t —n), where g(t) = % [u(t) — u(t — 2)]. Represent f(t) in terms of Fourier series as
F(t) = 2_,50an cos (nmt) + b, sin (nwt). Which of the following statements are true?

(A) f(t) is a periodic function with minimum period 2.
(B) b, = — 2D £ > 1,

nm

(C} b, = 4(1:2;1)11) for n > 1.
(D) flt=1)=3.

(E) None of the above are true.

T 7 » Consider the following boundary value problem for the bivariate function g(z,$) with 10 < z < 20

L f’t) = 582(355‘” for 10 <z <20andt >0

g(10,t) = g(20,t)=0 fort>0
Assﬁming g(z,t) = X(z)T(t) is separable, which of the following statements are true?
(A) The function X(z) satisfies X" (z) + X (z) = 0 with X (10) = X (20) = 0.
(B) Solutions to X(z) take the form of (—1)"sin (%£z) for n = 1,2,. ..

(C) igssguzrfl(h;g X(z) = sin(ZFz) for some positive integer n, the corresponding T'(t) satisfies T"(t) +
—T(t) = 0.
80

(D) Assuming X(z) = sin (-‘%ﬂm) for some positive integer n, the corresponding T(t) satisfies T"(t) +
1 T(t) =0.

(E) None of the above are true.

=+~ Continued from Question + #., we further assume that ¢(z,0) = z for 10 < z < 20 and that the solution
g(z,t) takes the form of

g(z,t) = Z cnXn(z)Th ()

for some constants ¢,. Which of the following statements are true?

(A) ¢, = 20((11;“-‘2), Xn(z) =sin (3 z) and T,(t) = exp ( ”;gg t).

(B) ¢, = 20(1"25:1)71), Xn(z) =sin (3 z) and T,,(t) = exp ( ”;gz t).
(C) 2_nz1 enXn(20)T,(0) = 20.

(D) 3 o5% enXn(10)T5(0) = 0.
(E) None of the above are true.




