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Let the adodress s amd data bee of a CPU be 32 hits, A 32-hit address & used to
access one bete of memory.

a; (1050 Diraw a Begure to show the organization of a (wo-way sct asseeiative cache
which has eight-word blocks apd a total size of 16 K hytos, where one worg consists
of 4 bivtes and a block is the minimn unit of information that can be either present
or not present in the cache.

bl (3% Draw a {igure to explaio how different portions of 2 memory address are

used roogecess a word in the cache,
al [3%) What is a svnchronous 170 bus?
bi 3% What is an asynchronous 170 bus?

¢ (4% ) Compare the advantages and disadvantages of svnchionous and asvachronons

[/C) buses.

3.07%)

Suppose we have a microprocessor with a 5-stage instruction pipeling;

TF (instruction fetch), ID (instruction decode and operand fetch),

EXE (ALU execute), MEM (memory access), and WB (result register

write back), When this processor executes the following sequenece of

instructions:
sub RZ.RIR3 HR2 € RI-R3
and R1Z R2 R5 /1 RI2 € RZ and R5
or RI3IRoR2Z #R13EROorR2
add RI4.R2R2 {14 € R2 +R2
add R15R3IR2  #RIS€RI+R2

the last four instructions are all dependent on the result (R2} of the

first instruction.

{a) Suppose we allow these instructions enter the pipeline wathout any
special mechanism to resolve their dependences. Whick instrectiens
will feich 2 wrong vperand from the not-yet-ready register B2?

(b} Suppose we resolve the dependences by “stalling” the dependent
instructions until the needed operand is writen back 10 the register
file. Then for how many cycles does it take for the processor to
execute these five instructions? {Count the cycles starting when the
first instruction enters the pipeline unti the lasi exits)
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4. {10%)

Many processors designed based on the RISC congept have very
regular instruction formats. For example, a 32-bit MIPS architecture
has three instruction formats, all are 32 bits long and have & 6-bit
opcode. The R-format and I-format have respectively two and three
5-hit register felds in fixed positions. _

(a) Many computer designers argue that such an instruction set
architecture makes CPU design simple and ¢an improve performance
faster. Please give three reasons {0 support their arguments,

{b) Desgpite the above arguments, m reality we find that x86
processors (a CISC architecture) still perform very well and
improve performance very fast. Why?

5. (B%)
The time for a processot 10 execuie a Program 1§ given by the following
formula;

execution time = instruction count * CPI * clogk cycie time
where CPI is ¢ycle per instruction. Now suppose § processor supports
three classes of instructions: A, B, and C. Their CPf are 1, 2, and 3,
respectively, Suppose further that there are two different computers both
using the processor as their CPU. When two benchmark programs are
executed on these two computers, we abtain the following data;

Instructions execuitted (in millions)

Program 1 Program 2
Machne A B C A B C
1 5 1 1 c 2 2
z g 0t 5 3

Assumne that both computers run a 100-MHz clock. Summarize the
perfotmance of each of these two computers using an anthmetic mean.
Winch machine runs fastet?
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6. {5%) Expluin the functionalities for Monitor and Semaphore. Also what are

their differences?

T Write psendo codes o demonstrate how 1o emulare a Moniler by using

Sernaphores,

#. {3%) Suppose that the head of a moving-head disk with 200 tracks, numbered
0 to 199, is current]y serving a request at track 143 and has just Ainished &
request af track 125 The gueue of requests is kept in the FIFO arder:

86, 147,91, 177, 94, 150, 102, 175, 130

Explain which of the following algorithms will have the mipimum amownt

of head movements to satisfy the above requesis,
(a)y FCFS

(b} SCAN

{£) LOOK

{d) C-5CAN.

Y. (5%) Explain the key issues in supporting a real-time operating system for

embedded sysiems.,
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10.(9%4)

Explain the mapping of virtual addresses to real addresses under paging by
fa) dirsct mapping
(b) associative mapping
(¢) combined direct/associated mapping

11. - 18. (2% each) Point our the three most related terms
11. {a) mutual exclusion (b) capability {c} critical section (d) rendezvous
(e} protection.
12. (a) preemption (b) virtual memory {c) working set (d) fragmentation
{&) round-robin scheduling.
13. {a) X.25 (b) SSTF (c) CSMA/CD (d) C-8CAN (e} TCP/TP
14. {a) authentication (b) segmentation (c} authorization (d) cryptography (e) cache.
15. {a) response time (b) utilization {c} arrival rate (d) deadlock {¢) starvation.
16. {a) circutar wait {b) deadlock {c) object-vriented {d)} portability (e) reusability.
17 (&) process (b} blocked state (¢) preferch (4) ready state (e) processor
18 (a) data dictionary (b} dirty bit (¢} join operation (d} query language {e) locality.



