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1,{14%). True or false for the following statements. Briefly justify your answer.

‘(a). In terms of data aceesses, temporal locality states that items whose addresses are near
one another tend to be referenced close together in time.

(b). MIPS is mot a good metric to justify the performance of the machines becztze MIPS
may vary inversely to performance,

(c}. In a bus—connecied multiprocessor system, the obijective in using cache and local

memory 15 to shorten the memoty eycle so thai one processor doss not slow down
; i ancther throngh bus interference, '

: (d). ‘An Ethernet is a standard bus with multiple masters and & centralized arhitration
scheme using collision detection.

(e).  Both arithmetic pipelining and instruction pipelining can improve the theonghput of the

: system. Increaging the depth of instroction pipeline will ant always increpse
] performance, but increasing the depth of arithmetic pipeline will slways imcresse
! performance.

(). In gneral, ingtruetion traffic for CISC and pure HISC machines are the same, but data
tralfic for purc RISC machires is higher than that in CISC machines.

_ {g). THypercube machine uses a paraHel-paralledl control  mechamism and  uses
: message—passing for data/control communications heiwsen concyrrent processes.

T

2. (8%) Determine the evaluation time of the arithmetic expression:
§ = a*b%e + d%*e + f*g
on ebch of the following computers.

a). A $ISD system with cne adder and one muitiplier.
b). A 5ISD system with one adder and one two—stage pipelined muliiplier.

B v TR o ah s S T Rr A i b e

The addition and muitiplication require one and two time miis, respectively {i.e., each
stage in the pipe of the pipelined multiplier takss one time rnit). The memory access
time due to instruction and data fet¢h can be ignored,
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3. [6%) What are the fwrite-back’” and “write—through” technigues for wpdating main
L memory. What are the disadvantages of these technigues?
e
._ 4. (8% Elaborate how the RISC style architecture shifis complexity from hardware and
’ program rientime to software and program compile time? _

5 (8%) Given the use of virtual memory, the DMA in the system can perform data

transfer using either the virtual addresses or physical addresses. Which one is
better and why?
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] 3% 6. A grammar G is defined as a quadruple (V, T, S, P} of variables, terminal
symbols, start variable and productions. The language 1 generated by G is

a SET of a terminal strings which is derived by applying the productions in
P m arbitrary order to S.

(a) (4%) When writing a grammar to generate tokens such as mtegers, real
mumbers, sirings, and identifiers in programming languages, what 1s the
appropriate set of T7 What is the simplest form that one can use fo write
down P?

(b} (6%) When writing a grammar (o generate control structures such as if-
then-clse, repeat-until, while-do statements _ what is the appropriate set of
T7 What 15 the simplest form that one can use to wiite down P?

(c) (8%) Extend the type of the grammar used in (b), so that it generates a
¥UZZY SET instead of a SET. The language L generated by G is a FUZ2Y
SET of a termunal strings which is derived by applying the productions in P
in arbitrary order to 8. The membership function of strings in the FUZZY
SET is somehow connected Lo the productions being applied dunng the

derivation. The membership of all strings in the FUJZZY SET wust sum to
1.

§ /i 7. (2% cach) Programs are more readable and prediciable

(Ayugmg {more/less) nontocal vanabies.

(bjusmg scoping rule for nonlocal vaiables.

(C) uging methoed for parameter passing.

(d) using {(both/only one) of a nonlocal variable and a parameter

referring to the same memoary location.

47 8. (2% each) (a) What is the advantage of using nondeterministic versions of
fimite-state automata? (b) What is commonty done when writing a program
to implement & findte-state antbmaton?
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9. (18%) Explain the following texms as details as possible:

oL

(a} Semaphores, (1) Threads. («) Thrashing and working set concept, (d) Medium-
~__..:. tertn acheduling, (2] Demand paging and virfual memory.

10. {(6%) {a) What are the three requiremnents that must be satisfied to solve the critical-

,, sectioy prablem ¥
{b) Does the foliowing algorithm satisfy all the three requirements for the critical-seetion

problem T Why ¥ Assume thal; thg lwo processes, Fy and P, shave the following vanables:

var flagiarray{l..1] of boolean; (* initially false *)

turn: [..1;

The following program is for process F; {i = 0 or 1), with P; {j=1 or () bemg the other

PLOeLEES:

repeat

fagfi] = true;

while flagfif do if turn = j then flugfi] := false;
critical section

Lur ;= 7

Ragfi] = faise;
remairnder section

until felse;

11. (4%) Consider a system consisting of m resources of the same type, being shared by n
processes. Resoumces can be requested and released by processes only one at a time. Is

the system deadlock free when the following two conditions hold 7 Why 7

{3} The maximum need of cack process is between | and m rescurces.

(k] The sum of ali maximum needs is less than or squal to m 4+ n.

12. (5%) {1) What iz the Belady's Anomaly ? {b) Consider the following reference string:

1,2,3,4,1,2.5,1 2,3,4,5. Is it going Lo happen the Belady’s Anomaly 7 Why 7




