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1. (7%) Consider the mechanisms needed to support a system call. 
a. (3%) Normally, a TRAP instruction is used to make a system call. 

Explain the steps involved in making a system call. 
b. (2%) How does the OS know which system call is being made? 

c. (2%) Explain why a subroutine CALL/RETURN _instruction can not 
be used to make/return from a system call. 

2. (6%) Consider process scheduling algorithms FCFS (first-come 

first-serve), SJF (shortest-job first), and Round-Robin (RR). Each one 

may be preemptive or nonpreemptive. 
a. (3%) Which algorithm(s) can potentially cause starvation? 

· Explain by describing a scenario. Be sure to state whether 

preemptive or nonpreemptive. 
b. {3%) Which two of the six algorithms · (preemptive or 

nonpreemptive FCFS, SFJ, and RR) are essentially the same? 
Why? 

3. (6%) Consider a semaphore API where 

semaphore S{n) 

declares a semaphore named S initialized to the integer n, and 

functions wait(S) and signal(S) can be invoked on the semaphore. 

a. (3%) Show how to declare a semaphore L so that it works like a 
lock (mutex). How can acquire(L) and release(L) be 

implemented? 
b. (3%) Show how a semaphore can be used to ensure precedence 

(statement 51 of process Pl executes before statement 52 of 

process P2). Your pseudocode should declare a semaphore x 
· and add the appropriate signal(x) or wait(x) call before or after 

statement 51 of Pl or S2 of P2. 
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4. (6%) Consider virtual memory support by OS. 

a. (3%) Does paging have internal fragmentation? External 

fragmentation? Explain. 
b. (3%) Virtual memory does not have to be implemented by 

paging. Describe one alternative way to implement virtual 

memory and give one advantage and one disadvantage 

compared to paging. 

5. (8%) Coroutines are subroutines or tasks executing in turn. They are 

suitable for cooperative tasks, exceptions, event loops, and pipes. 

Design a coroutine in C with setjmp and longjmp functions. Try to use 

setjmp·and longjmp to support the context-switching of a coroutine. 

Note that C is with setjmp and longjmp functions. 

• Setjmp( jmp_buf env) function saves the calling environment 

in env. 

• LongjmpUmp_buf env, int val) function restores the environment 
saved by the most recent invocation of the respective setjmp() 

function. The parameter uval" is the value for the continuation of 

the program. 

6. (4%) Grand Central Dispatch (GCD) is a technology for Apple Mac OS X 

and iOS. GCD identified extensions to the C and C++ language known 

as blocks. Explain how the GCD scheme works and the benefits of the 

GCD scheme . 

. 7. (8%) Consider the OpenMP approach for process synchronization. 

Code fragments in Fig. 1 and Fig. 2 are examples used. Assume 

{(result" is a shared variable by all threads and already properly 

declared. Please answer the following questions~ 

a. (4%) Please identify the race condition in Fig. 1 and explain why 

the code fragment in Fig. 2 can handle -race conditions. 

b. (4%) Further optimize the OpenMP code fragment in Fig. 2 to 

reduce the amount of critical sections. 
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Void update (int value) { 

#pragma omp parallel for shared(result) 
for (i=0; i< 1000; i++) { 

} 

} 

result+= (2*value*value + 5) *i; 

Fig 1: Code fragment with OpenMP 

Void update (int value) { 

#pragma omp parallel for shared(result) 
for (i=0; i< 1000; i++) { 

} 

} 

#pragma omp critical 
{ 

result+= (2* value *value + 5) *i; 

} 

Fig 2: Code fragment with Open MP critical linguistics 

8. {5%) Explain Amdahl's law and describe how it guides the process of 

system performance improvement. 

9. {6%) Assume the required number of parameters and required 

number of FP multiplication {FP MUL) computation in a convolution 

are expressed as below. 

#parameter= kernelsizG 2 X chan.nelin X channel0 .ut {1) 

# FP i\1ULcompu.tation=#pa.ra1neter Xx X y {2) 

Assume that a convolution layer L has the following 

parame~ers. 
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Layer Kerne l .m,s- .clumnelm chw:nme lour X y 

L 5 3 100 200 200 

The convolution includes three operations: FP multiplication (FP 
MUL}, FP addition (FP ADD} and FP Load/Store (FP L/S}. This 
convolution has the operation type breakdown as shown below. 
Assume the _convolution is run at a processor with a 2GHz clock. 
Define CPO as the cycles per operation. 

FP FP fP CPO CPO CPO 
Convolution MUL 

ADD 
LIS (FP (FP (FP 

r1:1-tio ratio ratio MUL) ADD) LIS) 
L 80% 15 % 5% I 0.8 0.75 

How much is the computation time of this convolution? 

10. a. (4%} What is the function for the following circuit diagram? 

Xi------------
Sta rt 1-------1 

~-------t------,~. Out 

Clk C 

Carry 

b. (4%} What is the shortest operation time for the circuit if you 
designed for a 64-bit operation? Assume the delay time for D 
Flip-Flops, NOT, AND, OR, and XOR gates are 180ps; ,;~ps, 120ps, 
l00ps, 140ps, respectively. You may ignore the flip;.flop· setup time. 
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11.{6%) Given an assembly code as below, 
· { find: move $to, Sao 

sll $t1, $al, 2 

add $t1, $t1, $a0 

loop: beq $to, $t1,done 

lw $t2, 4{$t0} 

SW $t2, 0{$t0} 

skip: addi $to, $t0,4 

b loop 

done: jr $ra· 

} 

a. {4%} Write the function of the above MIPS assembly code into a 

pointer-based C code. 

b. {2%} What is the number of temporary registers used in the above 

MIPS code? 

12.{6%} Let x = 1.9760 x 104, y = -4.052734375 x 10-2• 

Calculate x*y. 

Assuming x, and y are stored in the 16-bit format with sign, 

exponent and mantissa. The leftmost bit is the sign bit, the 

exponent is 5 bits wide with a bias of 31, and the mantissa is 10 

bits long. A hidden 1 is assumed. Assume 1 guard, 1 round bit and 

1 sticky bit, and round to the nearest even. Write the answer in 

16-bit floating point format in hexadecimal representation. 

13.{6%} Consider a direct-mapped cache design with a 64-bit 

byte-address of the following format: 

63 16 15 6 5 0 

Tag I Index Offset I 

a. {2%} What is the cache size in kibibytes {i.e., KiB} for the data storage? 

{note: lKiB = 210 bytes) 
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b. (2%) What is the ratio between the actual memory size over the data 
storc1ge size in (a)? 

c. (2%) Given the cache size in (a) as the fixed design parameter, you 
want to explbre the different combination of Index and Offset 
widths. With a larger block size, will the ratio in (b) be larger or 
smaller? You should state a brief reason. 

14.(6%) Consider the target application with the following statistics for 
your team to design a cache: 

230 data reads per 1000 instructions; 
120 data writes per 1000 instructions. 

With the block size of 128 bytes, the instruction cache miss rate is 

0.4%, and the data cache·miss rate is 2%. Note that the minimum CPI 
is 1 (i.e., at most one instruction is fetched per cycle). Assume that 
each miss generates a request for one block. 

a. (3%) The read and write bandwidths between RAM and the cache is 
1 byte/cycle in the initial design. For a write-through, 
write,-allocate cache, what is the expected CPI? 

b. (3%) Your team wants to improve the CPI to less than 1.5 by 
increasing the read and write bandwidth between RAM and the 

cache. However, the bandwidth is restricted to zk bytes/cycle, 

where k is an integer and k > 0. What is the smallest k to 
achieve the goal? What is the resultant CPI? 

15.(6%) For one specific computation load, the execution time of the 

parallelizable part is 6t 2 , and that of the sequential part is 3t, 
where t denotes the problem size. Assume that the parallelizable 
part of the computation workload can be ideally speeded up by 
increasing the number of processors. The execution time of the 
sequential part is not affected by . i~creasing the number of 
processors. 

a. {3%) For the problem size t = 10, what is the speedup with the 
15-processor implementation (i.e., n = 15) as compared with the 
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single processor implementation? 
b. (3%) For (a), assume that the load is not well balanced. Two of the 

processors equally share 20% of the parallelizable load while all 

the others share the rest. What is the speedup? 

16. (6%) For popular multistage network topologies of multiprocessor 
nodes, a fully connected network (or crossbar network) allows any 

processor node to communicate with any other node in one pass 
through the network. For a crossbar network of eight processor 
nodes, 64 switches are needed. Considering a switch box with two 

inputs and two outputs, in the Omega network as the following 
diagram. 

-~ 
~ 

A ,- i~ 
C 

B ,- ,- D 

a. (2%) Draw the Omega network topology of eight processor nodes 

(i.e., P0 , P1 , ... 1 P7 ) with switch boxes. 
b. (2%) What is the advantages and disadvantages of the Omega 

network as compared with the crossbar network in terms of the 

number of switches and the functionality? 
c. (2%) The simple analysis of these networks with the number of 

switches ignores important practical considerations in the 
construction of a network. List two practical considerations that· 

will affect the realistic implementation due to the differ~nt 
distance of each link in a network. 
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