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Notation: In the following questions, underlined letters such as a, b, etc. denote column vectors of proper length;
boldface letters such as A, B, etc. denote matrices of proper size; AT means the transpose of matrix A, and I is
the (n x n) identity matrix. R is the usual set of all real numbers. (a,b) denotes the inner product of vectors g and
b. If X is a discrete random variable, then the probability mass function (PMF) of X is denoted by px(x); if X
is a continuous random variable, it is always assumed that X has a probability density function (PDF), denoted
by fx(z). E[X] means the expected value of a random variable X. Pr() denotes the probability measure in a
probability space.

— + Let V and W be finite dimensional real vector spaces with ordered bases 8 and -y. Assume that T and U
are linear transformations from vector space V into W. Which of the following statements are true?
(A) For any scalar a € R, T+ U is a linear transformation.

(B) If n is the dimension of vector space V and m is the dimension of vector space W, then the matrix A
to represent 7" relative to the bases § and vy is an (n X m) matrix.

(C) If W =V, T has an inverse linear transformation 771
(D) If T is onto, then the nullity of T' equals 0.

(E) None of the above are true.

= ~ A generalized quadratic equation in two variables « and y is an equation of the form ax? +bry +cy? +dv+
ey+f =0, where a,b,c, d, e, f are some real constants. Let z = [z y]T; then we can represent the generalized
quadratic equation as z' Az + ng + f = 0 for some matrix A and vector g. Assuming A is symmetric,
which of following statements are true? -

(A) A is always orthogonally diagonalizable.

(B) Suppose that A has an eigenvalue A with multiplicity k, then the eigenspace associated with A can have
dimension less than k.

(C) A can be factored into a matrix-product QR, where Q is an orthogonal matrix and R is an upper
triangular matrix.

(D) If det(A) = 0, the solutions (z,y) to the corresponding generalized quadratic equation form a parabola
on the two dimensional Cartesian plane.

(E) None of the above are true.

Z ~ V and W are both subspaces of a vector space U. Let V = {v,vy,...,2:} and W = {w;,ws, ..., w,,} be
sets of linearly independent vectors, which span V and W, respectively. Which of the following statements
are true?

(A) The set-union of V and W is a subspace of U.
B

)
(B) The dimension of the set-union of V and W is equal to k + m.
(C) The intersection of ¥V and W is a linearly independent set.
(D)
)

D) Every vector in the set-union of V and W is a certain linear combination of elements in V and W.

(E) None of the above are true.

w ~ Let A be an (m X n) matrix, which can be factored into a matrix-product QR, where Q is an orthogonal
matrix and R is an upper triangular matrix. Which of following statements are true?
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(A) m=>n

(B) The system of linear equations Az = b must be a consistent system for any vector b € R™.
(C) The right null space of A contains only the all-zero vector.

(D) If m = n, then A is diagonalizable.

(E) None of the above are true.

A~ Let
3 2 —4
P=|1 2 -2
11 -1

Which of the following statements are true?

(A) P has three distinct eigenvalues.

(B) P is diagonalizable.

31 30 —60
(C) Pt=| 15 16 —30
15 15 29

(D) P has an LU decomposition as P = LU, and the elements in the first row of U are integers.
(E

) None of the above are true.
2+ Which of the following statements are true?

(A) If the vectors vy, ¥g, U3, U, and vy span R4, then vy, ¥g, and vz must form a basis for R%.

(B) If the rank of a (7 % 11) real matrix A is 3, then the right null space of A must be eight dimensional

over R.
(C) There exists a noninvertible (2 x 2) matrix A that is similar to [ (1) _(1) ]
1
(D) If V is the set of all (3 x 3) real matrices A such that the vector | 2 | is in the column space of A,
3

then V is a subspace of R?*2,

(E) None of the above are true.
4+~ Let A and B be any (n X n) real matrices. Which of the following are true?

(A) Eigenvalues of AB and BA equal the eigenvalues of A times the eigenvalues of B.

(B) A and B must be similar for the eigenvalues of AB to be equal to the eigenvalues of BA.
(C) AB and BA share the same set of eigenvectors.

(D) Eigenvalues of A + B equal the eigenvalues of A plus the eigenvalues of B.

(E) None of the above are true.

A~ Let P be a (6 x 6) non-zero orthogonal real-valued projection matrix. Which of the following are always
true?
(A) rank(P) =6.
(B) Eigenvectors of P are linearly independent, but not orthogonal.
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(C) P is not necessarily symmetric.

-
(D) The set of eigenvalues of matrix (IG - 2%%;) is the same for any nonzero vector v € RS.

(E) None of the above are true.

7L~ Which of the following statements are true?

(A) If the columns of a (9 x 7) matrix form an orthonormal set, then the same is true of its rows.

(B) If the (mxn) real-valued matrix A satisfies ATA = I,,, then for any nonzero vector z € R™, z—AA Tz
is orthogonal to the column space of A.

(C) If V is a subspace of an inner-product space W, then every element w € W can be expressed as
W =u+ v, where v € V and u lies in the orthogonal complement of V.

(D) If {v;,vy,...,2,} spans a real inner-product space V, and if u € V and (u,v;) =0 fori = 1,2,...,n,
then wu is the all-zero vector.

(E) None of the above are true.

+  Which of the following statements are true?

(A) A real square matrix A may satisfy 2T Az > 0 for any nonzero real vector z, without being symmetric.
(B) Every square matrix has an LU decomposition.

C) Ifan (mxn real matrix A has linearly de endent columns and beR , then b does not have a unique
Y P
projection onto the column space of A.

(D) Forz4+3y=1,2z —y =1, 4z + y = 1, the normal equations are 21z 4+ 5y = 7 and 11z + 5y = 3.
(E) None of the above are true.

+— ~ Which of the following statements are true?

(A) The sample space is a set that contains all real numbers.

(B) The probability measure can assign negative values to some events.
(C) Disjoint events are statistically independent.
(D)

D) The probability of the union of a countably infinite number of disjoint events equals the sum of the
probability of each individual event.

(E) None of the above are true.

Consider a random experiment of rolling a fair 6-face dice twice independently. Let X; denote the face value
of the first roll and X5 the second roll’s face value. Which of the following statements are true?

(A) X1 is a random variable that maps possible outcomes to real numbers.

(B) {X1 = 4} refers to the event that the first roll has the 4-point face up.

(C) The probability of {X; = 1} given {X; = 1} equals 1.

(D) The probability of {X; + X3 > 4} equals %
(E)

E) None of the above are true.

+
n

For a discrete random variable X, which of the following statements are true?

(A) {X =z} represents an event that contains only one possible outcome of the random experiment.
(B) A function of the random variable, say, X2, defines another random variable.

(C) The probability of tossing a coin n times and observing k times of heads can be described by the

binomial PMF: px (k) = (R)PF(L = p)*~*, where p is the probability that the head appears in each
statistically independent toss.
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(D) The PMF of X? is given by px2(z) = [px(z)]%.
(E) None of the above are true.

4+ + Let X be a geometric random variable with PMF px (k) = (1 —p)*™'p, k = 1,2,..
following statements are true?

(A) ElX] =
(B) E[x] =
(C) EX|X > 1] =1+p.
(D) Pr(X >1)=p.

(E) None of the above are true.

.; then which of the

\,.h—-‘ B

+% ~ Let X and Y be two discrete random variables. Which of the following statements are true?

(A) If they are statistically independent, then E[XY] = E[X] x E[Y].
(B) If their covariance equals one, then they cannot be statistically independent.

C) The marginal PMF py(z) obtained from the joint PMF py,y(%,y) satisfies pr (z) =1.

(
(D) The conditional expectation of X given {¥ = y} is a function of y.
(E

) None of the above are true.

+
N

~ Let X and Y be two statistically independent random variables with mean px, py, and variance a{, ay,
1espect1ve1y. For any a > (ux + py)2, which of the following are upper bounds of Pr((X + Y)? > a)?

(Va—lux+py|)?
e‘alE[e(X"“Y)z]

)

)
(C) aar—i—o],
(D)

(E) None of the above are true.

+-+ - Let X and Y be two statistically independent continuous random variables with PDFs fx (z) and fy(y)
respectively. Suppose that Z = X +Y and W .= X — Y with PDFs fz(z) and fw (w) respectively. With
sup, fz(z) being the supremum of fz(z) for all z € (—00, 00), which of the following statements are true?
(A) sup, fz(2) < sup, fx(z)
(B) supy, fw(w) < supy fir(y)
(C) Z and W are statistically independent random variables.
(D) The joint PDF of Z and W is fzw(z,w) = & fx (552) fy (352).
(E) None of the above are true.

+ A

Let X and Y be joint normal random variables with mean px, py and variance ai, af, > 0, respectively.
The correlation coefficient of X and Y is p. Which of the following statements are true?

A) Conditioning on ¥ = y, the random variable X|{Y =

) y} is also normal.
B) The conditional variance of X given Y is (1 — p)a?Y

)

)

C)Ifp=1,then Y = |ZX

— ux) + py with probability one.

(
(
(
(

D) If p=0, then X and Y are uncorrelated, but not necessarily statistically independent.
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(E) None of the above are true.

+ 7~ Let Y be a Poisson random variable with PMF py(y) = e"\’\ii, for y = 0,1,..., and for some parameter
A > 0. Conditioning on ¥ =y, X is a binomial random variable with PMF pxy(z[y) = (¥)p*(1 — p)¥~7,
forx=0,1,--- ,y, where p € [0,1] is some constant. Which of the following statements are true?

(A) E[X] = pA.

(B) The variance of random variable X is pX.

(©) Letﬁf( be an estimate of X based on observation ¥ = y. Then the best X which minimizes E[(X — X)?]
is X = py.

(D) X is a Poisson random variable with parameter Ap.

(E) None of the above are true.

=+~ Let X1, X5, - be a sequence of statistically independent and identically distributed random variables with
mean u and variance o2. Define S,, = -};ZLI X; for integer n > 1. Which of the following statements are
true?

(A) Random variable Sy, has variance equal to o2.

(B) If Mx,(s) and Mg, (s) are the moment generating functions of X;, 1 = 1,2,---, and S,, respectively,
then Mg, (s) = [T, Mx,(s).

(C) Ifn>10%, S, € (u— 0.1, + 0.10) has a probability larger than 0.99.

D Vn Sp — p) converges in distribution to a standard normal random variable as n — oo.
o

(E) None of the above are true.




