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PART 1. ﬁiﬁﬁ\
1. Evaluate the following limits
(@) [5 points] }ci_rg!%

. . In(x)
(b) [5 points] ;grolo 7z

2. Calculate %;—' for the following functions:

(@ [Spoints] y= ln( 4:x2 '

®) [5points] e +x%2—y%=10

3. Evaluate each of the following indefinite integrals:

(@ [5 points] [ eiz:l dx

() [5 points] [ ‘/.zi_ﬂ.dx

4. [10 points] Suppose a consumer faces two goods, X and Y, and has the utility
function U(x,y) = (x + 2)%5y%5. Suppose the prices of Good X and Y are
prand p,, respectively. The consumer’s income is I. The consumer will
maximizes his utility under the budget constraint, p,x +pyy =1. Use the
Lagrange method to solve the consumer’s optimal choices of Goods X and Y(in
terms of py, py, ). That is,

%?}}{ (x + 2)05y05 subject to PxX +pyy =1

5. [10 points] Suppose the function f(xy,x,) is homogeneous of degree
one, i.e., f(txy,tx;) = tf(xq1,%3), t # 0. Prove that

of (x4, xz) af(xl' X2)

f(x,%2) = %1 X _a'l_ X2 X 9%,
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PART 2. #3t
L. [10 points] Give the definitions of the following terms:
(a) Random variable.

(b) Sufficient statistic

2. [10 points] Let X3,X,,X3, ... be a sequence of random variable such that
Xn ~ Binomial(n,A/n),for n€ N,n> 21> 0.

where A is a constant. Show that X,, converges in distribution to Poisson(A).

3. [10 points] Consider regressing y on X which contains the intercept and one
1ndependent variable. Comparlng with the original least squares estimate BT =
(B1,B2), prove that B1 or B, will be the same or not after y and the independent
variable are centered.

4. [10 points] Prove that uncentered coefficient of determination R? is invariant to a
rescaling of the regressors or not (kilometers versus miles, for instance)?

5. [10 points] Can you explain the reason or the target for using the following first
method rather than the second method?

(a) Ridge regression instead of standard linear regression.

(b) Lasso regularization instead of ridge regression.



